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Research motivation

Under emergency conditions in a power plant, an operator
has to assimilate a great amount of information to
promptly analyze the source of the problem, in order to
take the corrective actions.




Research motivation

To assist the operator to face these situations, we
developed an intelligent assistant system (IAS) for training
and providing recommendations on-line

The recommendation are based on an MDP that has been
previously solved to obtain the optimal policy: the action
that the operator should do in each situation

An important aspect of the IAS is its explanation
generation mechanism, so that the trainee has a better
understanding of the recommended actions and can
generalize them to similar situations.
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User Interface
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CORRECTO!...PERO TU TIEMPO FUE MENOR.

La &0 es igual pero de
mienor duracidn a la ar
Real: 39 = Recomendado: 42

Estado Observado: Cerrando'fw (correcto)

11, La Ar es: Cerrar valvula de agua de alimeniacio
Estado Observado: AICentro (Correcio)

10, La Ar es; Operando en estado oplima 1




5 Built-in explanations
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-" Example of an explanation unit

Exp2_cffwG

Action that should be taken: Relevant variable:
- Close the feed-water valve (-vffw) - Generation (G)
Explanation:

The appropriate action in this
state is to close the feed-water
valve. This is a protection
mechanism when there is no
load, and the generation goes T fd
to zero. This could be because|| —

the main power switch is open. —
HRSG




Experiments: first stage

To evaluate the impact of explanation on
learning we conducted a controlled user study.

Several potential users solved different cases
using a power plant simulator.

They received advice from the |IAS: some with
explanations and some without.

We compared both groups in terms of the
number of trails required to reach the goal

without errors
9




Conclusions from the first-stage

-The results of this experiments show a
significant difference in favor of the group that
had explanations.

-Since obtaining the explanations from an
expert iIs a complex and time-consuming
process, It is desirable that the assistant can
generate the explanations automatically.
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- Automatic Explanation Generation

 Analyzing the explanations provided by the
expert, we discovered that in all the cases, the
explanation starts for a relevant variable; the
variable that is most important under the current
situation.

e SO0 our strategy for explanation generation starts
by finding this relevant variable for each state.

11
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- Automatic Explanation Generation

« The basic idea is to consider the factored
representation of the MDP, where the transition

function is represented as a two-stage dynamic
Bayesian network.

« Based on factored MDP representation, we want
to determine which of the variables is the most
“important” for a given state-action.

12




Automatic explanation generation
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Relevant variable selection

We propose two heuristic rules for obtaining the relevant
variable, one based on utility and other based on policy:

Utility-based

The utility—based rule evaluates how much the utility
function will change if we vary the value of one of the
variables for the current state, keeping the other variables
fixed.

Policy-based

The policy—based rule estimates the potential changes In
optimal action for each of the variables.
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Utility-based rule

Let us assume that the process is in state s, then we
measure the relevance of a variable X; for the state s
based on utility, denoted by rel.¥ (X.), as:

rel! (X;)= max V(s)— min V(¢)

s'€neighx (s) s'€neighx . (s)

* Where neigh,;(s) is the set of states that take the same
values than s for all other variables X, | # I; and a
different value for the variable of interest,

 That is, the maximum change in utility when varying the
value of X; with respect to its value under the current

state s.
15




Utility-based rule

This expression is evaluated for all the variables, and the
one with the highest value is considered the most relevant
for state s, according to the value criteria:

Xt = argmaz;(rel) (X;)),Y(i)
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Policy-based rule

* The second heuristic rule for finding the most
relevant variable consists in exploring the
optimal policy to detect changes in the optimal
action for the state.

* The variable that may cause more changes In
policy will be selected as the most relevant.
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Policy-based rule

Let us assume that the MDP is in state s, then we
measure the relevance of a variable X; for the state s
according to its impact on policy, denoted by rel A(X)), as:

rel(X;) = #s' : s € neighx, (s)An*(s) # 7*(s')

* Where neighy(s) is the set of states that take the same
values than s in all the variables except in variable X
m*(s) is the optimal action under the current state s, and

m*(s’) is the action that will be taken in the other states
such that s’ € neighy(s).
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Policy-based rule

This expression is evaluated for all the variables, and the
one with the highest value is considered the most relevant
for state s, according to the value criteria:

XA = argmaz;(rel(X;)), ¥(4)
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Example
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Experiments

We compared the relevant variables obtained with these
rules with the one given by the expert, for a representative
sample of states (30) in the power plant domain.

In general there was a strong agreement, which contributes
evidence to the validity of the proposed approach.
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Experimental results Relevant Var
Changes in Utility | Changes in actions| Selected by
State LU} Ir* |210] # of changes to ©* Expert
fms | ffw | pd | ¢
VNS A I Tas [ |27 [ g,fms
2 22140070 a2 g =223574 4% | 11 | 47 | 1M1 g.fms
3 796 95 | a2 fms = 2413 .53 e O 17 1M fms, g
4 248860 ad | pd=276280 |45 | 1M1 | 37 | 01 pd, fms
5 229555 a3 g =2427 .94 515 | 11 | 27 | 1M1 g, pd
6 [205319]az g=2109.73 w5 [ a1 | 27 |11 g, pd
7 24986181 a1 0=228711 4% | 11 | 277 | 1M1 d, pd
8 243 27 | ad pd = 327144 e o | 27 | 1M pd. g
9 2B32 66| al frs = 3720.05 e | 01 | 77 | 1M1 fms
10 J3287 13 a0 | frms = 3642 53 el oo TIm | 1M fms
30 J2761321ad | fms=211643 |51 | 11 | 27 [ 11 fms
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Conclusions

*\We developed a method for determining the most relevant
variable for generating explanations based on a factored
MDP.

*The explanations provided by human experts are based
on what they consider the most relevant variable in the
current state, so obtaining this variable is an important first
stage for automatic explanation generation.

* For determining the most relevant variable we proposed
and compared two heuristic rules:

— One based on the impact on utility of each variable,

— and other based on their impact on the policy.
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Conclusions

* The experimental evaluation shows that the methodology
IS promising, as the relevant variables selected agreed, in
general, with those chosen by the expert.

* The rule based on utility impact seems more appropriate,
at least in this domain, as it gives more specific results with
a very high accuracy.
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Current and Future Work

« Based on the relevant variable and domain knowledge
(represented as frames), we are developing an
explanation generator that uses templates.

 The explanation generator uses the current state and
optimal action (from the MDP), and the relevant variable,
to extract the information from the frame system and fill
In the templates [ECAI 2008].
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Explanation unit

EXPLANATION

Template ID: [Temp_ (D]

Operator level: hovice

The Action that must be taken is:

IOth flowe feed wiater

The affected wvariable st the current state is:

I:h:l'-.l".-' main steam

The porpuse of the action given is because that

the procedure i ’_nad in =T

and the pratection mechanizm is Flesan:ti'-.-'ated

The component invalved iz

i:hIIW feed water valve

this component is & |.3.;.ntr.:.| walve

State description:

[51] Load = azcent

[=2]  Load rejection = none

Domain affected variable:

Pd
HRSG

HRSG

Component detail:

alve zize = 6 in.

ctuation: preumatic

ezponze; Media

ffwe _walve jpg
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Current and Future Work

We are currently evaluating the generated templates by
comparing them with the expert’s explanations.

In the future we plan to conduct further tests for more
cases, and applied this mechanism to other domains.
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Thank youl!

Questions?

29
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