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Abstract

Bayesian networks with mixtures of truncated exponentials (MTEs) support efficient in-
ference algorithms and provide a flexible way of modeling hybrid domains. On the other
hand, estimating an MTE from data has turned out to be a difficult task, and most preva-
lent learning methods treat parameter estimation as a regression problem. The drawback
of this approach is that by not directly attempting to find the parameters that maximize
the likelihood, there is no principled way of e.g. performing subsequent model selection
using those parameters. In this paper we describe an estimation method that directly aims
at learning the maximum likelihood parameters of an MTE potential. Empirical results
demonstrate that the proposed method yields significantly better likelihood results than

regression-based methods.
1 Introduction

In domains involving both discrete and continu-
ous variables, Bayesian networks with mixtures
of truncated exponentials (MTE) (Moral et al.,
2001) have received increasing interest over the
last few years. Not only do MTE distributions
allow discrete and continuous variables to be
treated in a uniform fashion, but since the fam-
ily of MTEs is closed under addition and multi-
plication, inference in an MTE network can be
performed efficiently using the Shafer-Shenoy
architecture (Shafer and Shenoy, 1990).

Despite its appealing approximation and in-
ference properties, data-driven learning meth-
ods for MTE networks have received only lit-
tle attention. In this context, focus has mainly
been directed towards parameter estimation,
where the most prevalent methods look for the
MTE parameters minimizing the mean squared
error w.r.t. a kernel density estimate of the data
(Romero et al., 2006).

Although the least squares estimation pro-
cedure can yield a good MTE model in terms
of generalization properties, there is no guar-
antee that the estimated parameters will be
close to the maximum likelihood (ML) param-
eters. This has a significant impact when
considering more general problems such as
model selection and structural learning. Stan-
dard score functions for model selection include
e.g. the Bayesian information criterion (BIC)
(Schwarz, 1978), which is a form of penalized
log-likelihood. However, the BIC score assumes
ML parameter estimates, and since there is no
justification for treating the least squares pa-
rameter estimates as ML parameters, there is in
turn no theoretical foundation for using a least
squared version of the BIC score.!

In this paper we propose a new parameter es-

'Learning the general form of an MTE can also be
posed as a model selection problem, where we look for
the number of exponential terms as well as appropriate
split points. Hence, the problem also appears in this
simpler setting.



timation method for univariate MTE potentials
that directly aims at estimating the ML param-
eters for an MTE density with predefined struc-
ture (detailed below). The proposed method is
empirically compared to the least squares es-
timation method described in (Romero et al.,
2006), and it is shown that it offers a significant
improvement in terms of likelihood.

The method described in this paper should
be considered as a first step towards a general
maximum likelihood-based approach for learn-
ing Bayesian networks with MTE potentials.
Thus, we shall only hint at some of the diffi-
culties (complexity-wise) that are involved in
learning general conditional MTE potentials,
and instead leave this topic as well as structural
learning as subjects for future work.

2 Preliminaries

Throughout this paper, random variables will
be denoted by capital letters, and their values
by lowercase letters. In the multi-dimensional
case, boldfaced characters will be used. The
domain of the variable X is denoted by (x.
The MTE model is defined by its correspond-
ing potential and density as follows (Moral et
al., 2001):

Definition 1 (MTE potential) Let X be a
mixzed n-dimensional random vector. Let W =
(Wi,...,Wy) and Z = (Z1,...,Z.) be the dis-
crete and continuous parts of X, respectively,
with ¢ +d = n. We say that a function f :
Qx — ]R(J{ 18 a Mixture of Truncated Expo-
nentials (MTE) potential if for each fized value
w € Qw of the discrete variables W, the poten-
tial over the continuous variables Z is defined
as:

f(z) =ap+ Zai exp Zbgj)zj , (1)
i=1 j=1

for all z € Qz, where a;, i =0,...,m and b(-j),
i1=1,...,m, j=1,...,c are real numbers. e

also say that f is an MTE potential if there is a
partition D1, ..., Dy of Qz into hypercubes and
in each D;, f is defined as in Eq. (1).

An MTE potential is an MTFE density if it inte-
grates up to 1.

In the remainder of this paper we shall focus
on estimating the parameters for a univariate
MTE density. Not surprisingly, the proposed
methods also immediately generalize to the spe-
cial case of conditional MTEs having only dis-
crete conditioning variables.

3 Estimating Univariate MTEs from
Data

The problem of estimating a univariate MTE
density from data can be divided into three
tasks: i) partitioning the domain of the vari-
able, i7) determining the number of exponential
terms, and 4ii) estimating the parameters for a
given partition of the domain and a fixed num-
ber of exponential terms. At this point we will
concentrate on the estimation of the parame-
ters, assuming that the split points are known,
and that the number of exponential terms is
fixed.

We start this section by introducing some no-
tation: Consider a random variable X with den-
sity function f(z) and assume that the support
of f(w) is divided into M intervals {Q;}M,. Fo-
cus on one particular interval 2,,. As a target
density for x € €, we will consider an MTE
with 2 exponential terms:

F(@|0m) = km+ame’™ +cned® e Q. (2)

This function has 5 free parameters, namely
0., = (km, @m,bm, Cm, dp,). For notational con-
venience we may sometimes drop the subscript
m when clear from the context.

3.1 Parameter Estimation by
Maximum Likelihood

Assume that we have a sample x = {z1,...,2,}
and that n,, of the n observations are in §2,,.
To ensure that the overall parameter-set is a
maximum likelihood estimate for ® = U,,0,,,
it is required that

/ f(z]0,) dz = ny, /n. (3)
TEQm,

Given this normalization, we can fit the param-
eters for each interval €2, separately, i.e., the
parameters in 6, are optimized independently



of those in 0,,,. Based on this observation, we
shall only describe the learning procedure for
a fized interval §,,, since the generalization to
the whole support of f(x) is immediate.

Assume now that the target density is as
given in Eq. (2), in which case the likelihood
function for a sample x is

n
L(0,,|x) :H{km + e 4 cmedm%} . 4)
i=1
To find a closed-form solution for the maximum
likelihood parameters, we need to differentiate
Eq. (4) wrt. the different parameters and set the
results equal to zero. To exemplify, we perform
this exercise for b,,, and obtain

OL(Om|x) _ Z”: OL(Orm|:) T L0z

A
- ¥m¥m m m
i=1 j#i

ey edm ) } (5)

Unfortunately, Eq. (5) is non-linear in the un-
known parameters 8,,. Furthermore, both the
number of terms in the sum as well as the num-
ber of terms inside the product operator grows
as O(n); thus, the maximization of the likeli-
hood becomes increasingly difficult as the num-
ber of observations rise.

Alternatively, one might consider maximizing
the logarithm of the likelihood, or more specif-
ically a lower bound for the likelihood using
Jensen’s inequality. By assuming that a,, > 0
and ¢, > 0 we have

log (L(0,|x)) = Z log (km, + am exp(bm, x;)

i=1
+cp, exp(dm x5))

> Zlog (km) + Z log (an, exp(bm x;))
i=1 i=1

+ Z log (¢, exp(dpm x5))
i=1

= n [log(km) + log(am) + log(cm)]

1=1

and the idea would then be to maximize the
lowerbound of Eq. (6) to push the likelihood up-
wards (following the same reasoning underlying
the EM algorithm (Dempster et al., 1977) and
variational methods (Jordan et al., 1999)). Un-
fortunately, though, restricting both a,, and ¢,
to be positive enforces too strict a limitation on
the expressiveness of the distributions we learn.

Instead, an approximate solution can be ob-
tained by solving the likelihood equations by nu-
merical means. The proposed method for max-
imizing the likelihood is based on the observa-
tion that maximum likelihood optimization for
MTESs can be seen as a constrained optimiza-
tion problem, where constraints are introduced
to ensure that both f(z]0,,) > 0, for all x € ,,,
and that Eq. (3) is fulfilled. A natural frame-
work for solving this is the Lagrange multipli-
ers, but since solving the Lagrange equations
are inevitably at least as difficult as solving the
unconstrained problem, this cannot be done an-
alytically. In our implementation we have set-
tled for a numerical solution based on Newton’s
method; this is described in detail in Section
3.1.2. However, it is well-known that Newton’s
method is quite sensitive to the initialization-
values, meaning that if we initialize a search
for a solution to the Lagrange equations from
a parameter-set far from the optimal values, it
will not necessarily converge to a useful solu-
tion. Thus, we need a simple and robust proce-
dure for initializing Newton’s method, and this
is described next.

3.1.1 Naive Maximum Likelihood in
MTE Distributions

The general idea of the optimization is to it-
eratively update the parameter estimates until
convergence. More precisely, this is done by it-
eratively tuning pairs of parameters, while the
other parameters are kept fixed. We do this
in a round-robin manner, making sure that all
parameters are eventually tuned. Denote by
9; = (k‘t,at, b, ct, dt) the parameter values af-
ter iteration t of this iterative scheme. Algo-
rithm 3.1 is a top-level description of this pro-
cedure, where steps 3 and 4 correspond to the
optimization of the shape-parameters and steps



5 and 6 distribute the mass between the five
terms in the MTE potential (the different steps
are explained below).

Algorithm 3.1 ML estimation
1: Initialize 69,; ¢t < 0.
2: repeat
3: (a/,b) « argmax,p L(k', a, b, ct, d" | x)
(¢, d') — argmaxeq L(K', a1/, ¢, d | x)

4
5 (K',d') «— argmaxy, o L(k,a,V, ¢, d" | x)

6 (K',d) «— argmaxy . L(k,d',V, c,d | x)

7 (KL gt ot L @ty — (K d Y e, d)
8 t—t+1

9: until convergence

For notational convenience we shall define the
auxiliary function p(s,t) = fmeQm sexp(tz) dx;
p(s,t) is the integral of the exponential function
over the interval €),,,. Note, in particular, that
p(s,t) = s-p(1,t), and that p(1,0) = fxeﬂm dx
is the length of the interval €,,. The first step
above is initialization. In our experiments we
have chosen b° and d° as +1 and —1 respec-
tively. The parameters k°, a®, and ¢? are set to
ensure that each of the three terms in the inte-
gral of Eq. (3) contribute with equal probability

mass, i.e.,

n
KO m

3n - p(1,0)
a’ fom

3n - p(1,69)’
& T

3n - p(1,d°)

Iteratively improving the likelihood under the
constraints is actually quite simple as long as
the parameters are considered in pairs. Con-
sider Step 3 above, where we optimize a and b
under the constraint of Eq. (3) while keeping the
other parameters (k?, ¢!, and d') fixed. Observe
that if Eq. (3) is to be satisfied after this step
we need to make sure that p(a’,v’) = p(al,b).
Equivalently, there is a functional constraint be-
tween the parameters that we enforce by setting
a’ — p(at,b")/p(1,b"). Optimizing the value for
the pair (a, b) is now simply done by line-search,

where only the value for b is considered:

t ot
b = argmgixL(k:, %,b, c,d'x).

Note that at the same time we choose a’' «+
p(al,bt)/p(1,V’). A similar procedure is used in
Step 4 to find ¢ and d'.

Steps 5 and 6 utilize the same idea, but
with a different normalization equation. We
only consider Step 5 here, since the general-
ization is immediate. For this step we need
to make sure that fmeQm k+ aexp(b z)dx =
ferm k' + a'exp(b/ x)dx, for any pair of pa-
rameter candidates (k,a). By rephrasing, we
find that this is obtained if we insist that &’ «
k' —p(a’ —at,b')/p(1,0). Again, the constrained
optimization of the pair of parameters can be
performed using line-search in one dimension
(and let the other parameter be adjusted to keep
the total probability mass constant).

Note that Steps 3 and 4 do not move “proba-
bility mass” between the three terms in Eq. (2),
these two steps only fit the shape of the two ex-
ponential functions. On the other hand, Steps
5 and 6 assume the shape of the exponen-
tials fixed, and proceed by moving “probability
mass” between the three terms in the sum of
Eq. (2).

3.1.2 Refining the Initial Estimate

The parameter estimates returned by the
line-search method can be further refined by
using these estimates to initialize a nonlinear
programming problem formulation of the origi-
nal optimization problem. In this formulation,
the function to be maximized is again the log-
likelihood of the data, subject to the constraints
that the MTE potential should be nonnegative,
and that

go(XaO)E/GQ f(:EIO)d:E—n?m:O.

Ideally the nonnegative constraints should be
specified for all x € €,,, but since this is not
feasible we only encode that the function should
be nonnegative in the endpoints e; and es of
the interval (we shall return to this issue later).



Thus, we arrive at the following formulation:

ZlogL 0|x;)

Maximize log L(6|x) =

Subject to go(x,0) =0,
f(el ’ 0) 20,
f(eQ ’ 0) 20,

To convert the two inequalities into equalities
we introduce slack variables:

f(x|0)>0% f(x]|0)—s*> =0, for some s € R;

we shall refer to these new equalities using
gi(e1,0,s1) and ga(ez, 8, s9), respectively. We
now have the following equality constrained op-
timization problem:

ZlogL 0|x;)

gO(Xv 0)
gi(e1,0,s1)| =0.
92(62,0,82)

Maximize log L(6|x) =

Subject to g(x,0) =

This optimization problem can be solved
using the method of Lagrange multipli-
ers. That is, with the Lagrangian func-
tion I(x,0,\,s) = log L(0|x) + Aogo(z,0) +
A1g1(x,0,51) + A2g2(x, 0, s2) we look for a solu-
tion to the equalities defined by

A(x,0,,s) = VI(x,0,\,s) =0.

Such a solution can be found numerically by
applying Newton’s method. Specifically, by let-
ting @' = (0, 51, 52)", the Newton updating step
is given by

/ /
] =] - vacoa o,
Att1 At

where 0, and \; are the current estimates and

/

g(x,0")

VA(Xv 01/‘,7 )‘t) =

vzo, g L%, 0',\) Vg(x,0)
Vg(x,0")" 0 '

As initialization values, 6, we use the maxi-
mum likelihood estimates returned by the line-
search method described in Section 3.1, and in
order to control the step size during updating,
we employ the Armijo rule (Bertsekas, 1996).
For the test results reported in Section 4, the
Lagrange multipliers were initialized (somewhat
arbitrarily) to 1 and the slack variables were set

o +/f(e1]00) and \/f(e2]|By), respectively.

Finally, it should be emphasized that the
above search procedure may lead to f(x|0) be-
ing negative for some x. In the current im-
plementation we have addressed this problem
rather crudely: simply terminate the search
when negative values are encountered. More-
over, due to numerical instability, the search is
also terminated if the determinant for the sys-
tem is close to zero (< 1077) or if the condition
number is large (> 10°). Note that by termi-
nating the search before convergence, we have
no guarantees about the solution. In particu-
lar, the solution may be worse than the initial
estimate. In order to overcome this problem, we
always store the best parameter estimates found
so far (including those found by line search) and
return these estimates upon termination.

3.2 Parameter Estimation by Least
Squares

Least squares (LS) estimation is based on find-
ing the values of the parameters that mini-
mize the mean squared error between the fitted
model and the empirical density of the sample.
In earlier work on MTE parameter estimation
(Rumi et al., 2006), the empirical density was
estimated using a histogram. In order to avoid
the lack of smoothness, especially when data is
scarce, (Romero et al., 2006) proposed to use
kernels to approximate the empirical density in-
stead of histograms.

As the LS method does not directly seek to
maximize the likelihood of the model, the re-
sulting LS parameters are not guaranteed to
be close to the ML parameters. This differ-
ence was confirmed by our preliminary exper-
iments, and has resulted in a few modifications
to the LS method presented in (Rumi et al.,
2006; Romero et al., 2006): i) Instead of us-



ing Gausian kernels, we used Epanechnikov ker-
nels, which tended to provide better ML es-
timates in our preliminary experiments. i)
Since the smooth kernel density estimate as-
signs positive probability mass, p*, outside the
truncated region (called the boundary bias (Si-
monoff, 1996)), we reweigh the kernel density
with 1/(1 — p*). 4i7) In order to reduce the ef-
fect of low probability areas, the summands in
the mean squared error are weighted according
to the empirical density at the corresponding
points.

3.2.1 The Weighted LS Algorithm

In what follows we denote by y = {y1,...,yn}
the values of the empirical kernel for sample
x ={z1,...,2,}, and with reference to the tar-
get density in Eq. (2), we assume initial esti-
mates for ag,by and ko (we will later discuss
how to get these initial estimates). With this
outset, ¢ and d can be estimated by minimiz-
ing the weighted mean squared error between
the function cexp {dz} and the points (x,w),
where w = y — ag exp {bpx} — ko. Specifically,
by taking logarithms, the problem reduces to
linear regression:

In{w} =In{cexp{dz}} =In{c} + dx,

which can be written as w* = ¢* + dx; here
c¢* =In{c} and w* = In{w}. Note that we here
assume that ¢ > 0. In fact the data (x,w) is
transformed, if necessary, to fit this constraint,
i.e., to be convex and positive. This is achieved
by changing the sign of the values w and then
adding a constant to make them positive. We
then fit the parameters taking into account that
afterwards the sign of ¢ should be changed and
the constant used to make the values positive
should be subtracted.

A solution to the regression problem is then
defined by

n
(", d) = argmin } (w] — c* — dz;)’y;,

i=1

which can be described analytically:

o (T wimiy) — d (0 @iyi)”
(Xoiy wivi)

() (B )

Once a, b, c and d are known, we can estimate
kin f*(x) = k+ae® +ce®, where k € R should
minimize the error

" (yi — aeb®i — ce®i — k)2y;
E(k) = .

n

i=1
This is achieved for

L S —ae — ety

Z?:1 Yi

Here we are assuming a fixed number of expo-
nential terms. However, as the parameters are
not optimized globally, there is no guarantee
that the fitted model minimizes the weighted
mean squared error. This fact can be some-
what corrected by determining the contribution
of each term to the reduction of the error as
described in (Rumi et al., 2006).

The initial values ag, by and kg can be ar-
bitrary, but “good” values can speed up con-
vergence. We consider two alternatives: i) Ini-
tialize the values by fitting a curve ae? to the
modified sample by exponential regression, and
compute k as before. ii) Force the empiric den-
sity and the initial model to have the same
derivative. In the current implementation, we
try both initializations and choose the one that
minimizes the squared error.

4 Experimental Comparison

In order to compare the behaviour of both ap-
proaches we have used 6 samples of size 1000
taken from the following distributions: an MTE
density defined by two regions, a beta distribu-
tion Beta(0.5,0.5), a standard normal distribu-
tion, a x? distribution with 8 degrees of free-
dom, and a log-normal distribution LN(0,1).



MTE Beta x> Normal 2 splits Normal 4 splits Log-normal
ML —2263.37 160.14 —2695.02 —1411.79 —1380.45 —1415.06
LS —2307.21 68.26 —2739.24 —1508.62 —1403.46 —1469.21
Original LS | —2338.46 39.68 —2718.99 —1570.62 —1406.23 —1467.24
‘ MTE Beta x> Normal 2 splits Normal 4 splits Log-normal
ML —2263.13 160.69 —2685.76 —1420.34 —1392.28 —1398.3
LS —2321.18 60.29 —2742.80 —1509.11 —1468.11 —2290.17
Original LS | —2556.68 39.42 —2766.86 —1565.28 —1438.67 —1636.99

Table 1: Comparison of ML vs. LS in terms of likelihood. In the upper table the split points were
found using the method described in (Rumi et al., 2006), and in the lower table they were defined
by the extreme points and the inflexion points of the exact density.

For the MTE, beta and normal distributions,
we have used two split points, whereas for the
log-normal and the x? distributions, the num-
ber of splits points was set to 4. We have also
run the experiment with four split points for the
standard normal distribution.

The plots of the fitted models, together with
the original density as well as the empirical his-
tograms, are displayed in Figure 1. The split
points used for these figures were selected using
the procedure described in (Rumi et al., 2006).

Table 1 shows the likelihood of the different
samples for the models fitted using the direct
ML approach, the modified LS method, and the
original LS method described in (Rumi et al.,
2006). The two sub-tables correspond to the
split points found using the method described
in (Rumi et al., 2006) and split points found by
identifying the extreme points and the inflexion
points of the of the true density, respectively.

From the results we clearly see that the ML-
based method outperforms the LS method in
terms of likelihood. This is hardly a surprise, as
the ML method is actively using likelihood max-
imization as its target, whereas the L.S methods
do not. On the other hand, the L.S and Origi-
nal LS seem to be working at comparable levels.
Most commonly (in 8 out of 12 runs), LS is an
improvement over its original version, but the
results for the Log-normal distribution (with
the split-points selected according to the inflec-
tion points) cloud this picture; here the Original
LS achieves a likelihood which is 10?3 times as
high as the one found by the LS method.

5 Conclusions and Future Work

In this paper we have introduced mazimum like-
lihood learning for MTEs. Finding Maximum
Likelihood parameters is interesting not only in
its own right, but also as a vehicle to do more
advanced learning: With maximum likelihood
parameters we could, for instance, use the BIC
criteria (Schwarz, 1978) to choose the number of
exponential terms required to approximate the
distribution function properly. We are currently
in the process of evaluating this with the goal
of avoiding overfitting during learning.

We are also considering to use a maxi-
mum likelihood-approach to learn the location
of the split-points. Consider a sample x =
{z1,...,2,} where all samples are in the in-
terval Q,, = [o,3), and assume the sample
is sorted. A brute force approach to learning
split-points could be to first fit MTE distri-
butions on the intervals [a, (z; + x;41)/2) and
[(x; + xi41)/2,0), for each ¢ = 1,...,n — 1,
and calculate the likelihood of the data using
the learned ML parameters. Then, one would
choose the split-point, which gives the high-
est likelihood. Unfortunately, the complexity of
this approach is squared in the sample size; we
are currently investigating a number of simple
heuristics to speed up the process. We have also
started working on ML-based learning of condi-
tional distributions, starting from the ideas pub-
lished in (Moral et al., 2003). However, accu-
rately locating the split-points for a conditional
MTE is even more difficult than when learn-
ing marginals distributions; locating the split-



(d) Gaussian, 2 splits

(e) Gaussian, 4 splits

(f) Log-Normal

Figure 1: The plots show the results of samples from different distributions. The gold-standard
distribution is drawn with a thick line, the MTE with Lagrange-parameters are given with the
dashed line, and the results of the LS approach are given with the thin, solid line. The empiric
distributions of each sample is shown using a histogram.

points for a variable X will not only influence
the approximation of the distribution of X it-
self, but also the distributions for all the chil-
dren of X.
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